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Background
Empathy is pivotal in human interactions as it fosters 

understanding and connection between individuals and 

is considered a prerequisite for prosocial behavior [1]. 

From an overarching perspective, scholars agree that 

empathy is complex and refers to several psychologi-

cal states or a process rather than being a single, uni-

form concept [2, 3]. It is considered a multidimensional 

process that involves affective, cognitive, and behav-

ioral aspects. While terminology differs, scholars have 

defined empathy as a threefold process: (a) understand-

ing another person’s perspectives and emotional states, 

(b) communicating and (c) acting upon this understand-

ing [2–4]. Traditionally, empathy has been characterized 

by face-to-face interactions in real-time, rich in non-

verbal cues, body language, tone of voice, and immedi-

ate responses [5]. �is also applies to clinical empathy, 

the empathy of health professionals for patients, which 

plays a vital role in patient-centered care. It is particularly 

crucial during distressing diagnoses or stressful medical 

experiences, as it is linked to increased self-efficacy and 

treatment adherence, as well as reduced emotional dis-

tress and fear among patients [6, 7].

With the advent of the digital era, which has reshaped 

and introduced new forms of healthcare, the conveyance 

of this clinical empathy – the understanding of emotional 

states, communicating, and acting upon this – has been 

challenged. �e growing presence of AI-operated tools 

and robotics, trained to mimic empathetic responses, 

illustrates this shift. In addition, new forms of digital 

communication, such as live chats (operated by humans 

or AI) in health-related settings, introduce unique 

dynamics to empathetic exchanges. �is is because digital 

platforms change the way we interact, removing or alter-

ing traditional cues like tone of voice or facial expression. 

�erefore, understanding how clinical empathy can be 

effectively conveyed in digital, real-time textual mediums 

is pivotal. However, so far, research on digital clinical 

empathy for text-based, real-time communication tools 

such as live chats is limited, especially with regard to a 

differentiation of the three processes of empathy from 

the perspectives of both users and health professionals. 

As live chats become increasingly prevalent, the aim of 

this study was to explore how health professionals can 

effectively understand emotional states, communicate an 

understanding of them, and act upon this understanding, 

using written language in live chat services.

Clinical empathy

Clinical empathy is characterized by a clear division of 

roles: the professional healthcare worker who empa-

thizes and the patient who receives empathy [6]. More-

over, it has been defined as “a predominantly cognitive 

(rather than an affective or emotional) attribute (brain 

mechanism) that involves an understanding (rather than 

feeling) of the patient’s pain and suffering, combined with 

a capacity to communicate this understanding (behav-

ioral component)” [8]. �us, while empathy in non-

professional, informal realms may involve experiencing 

the emotions of another person (or imagining them), 

clinical empathy focuses more on understanding and 

acknowledging these emotional states, communicating 

this understanding back to the patient and, acting upon 

this. Studies and reviews on clinical empathy list a series 

of techniques or elements to foster clinical empathy in 

relation to each of the processes of empathy [3, 9–12]. 

Hence, rather than a personality trait, clinical empathy is 

perceived as a skill that can be learned and improved, and 

its promotion forms an integral part of medical educa-

tion and training [11, 13]. �is is particularly relevant in 

situations where there is a scary diagnosis such as cancer 

and / or a particularly stressful phase of disease, which is 

often accompanied by considerable psychological stress 

[14].

In the area of recognizing and understanding emotional 

states, techniques include active listening, a method 

wherein health professionals strive not only to hear but 

comprehend the patient’s emotions and experiences; and 

perceiving, interpreting, and responding to both verbal 

and non-verbal emotional cues from the patient [3, 11]. 

�e literature describes how to communicate under-

standing of emotional states, validation and recognition 

of responses, and authenticity in interactions [9–11]. 

Acting upon this understanding is context-dependent 

and can involve laypeople-oriented communication, 

especially when describing medical terms, or provid-

ing additional support or resources, e.g., psychological 

support [9, 15]. Clinical empathy also involves a balance 

between emotional engagement and detachment, which 

allows healthcare professionals to be compassionate, sup-

portive, and understanding, while still being able to make 

rational medical decisions and avoiding emotional fatigue 

or burnout [3, 15].

Digital clinical empathy

Shifting the focus from traditional modes of empathy, the 

digital realm requires a new arena of empathy research. 

Digital empathy, a prospering concept in the literature, 

encapsulates the understanding of emotional states 

and communicating and acting upon this understand-

ing through digital media and technologies [16]. Digital 

empathy goes beyond face-to-face interactions, shed-

ding light on how empathy requires to be recalibrated 

when technology comes into play. In this, technologies 

can either mediate empathy conveyance in human-to-

human interactions, such as between two individuals 

over a video chat or written chat, or facilitate human-

machine interaction, like when an AI chatbot is designed 
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to decode and respond to human emotions. As new 

modes of digital technologies have reshaped communica-

tion between healthcare professionals and patients, it is 

necessary to explore empathy in these digital contexts – 

hence to investigate digital clinical empathy in its many 

facets [17]. A conceptual framework from Gronding et 

al [18] illustrates how communication mediums act as 

filters each of the processes of empathy is influenced by 

the medium’s richness, immediacy of feedback, trans-

mission quality, and content. Even before the COVID-19 

pandemic, telepsychiatry had already begun reshaping 

communication between healthcare professionals and 

patients and proven to be effective [19], necessitating an 

exploration of empathy in digital contexts. Studies prior 

to the pandemic, such as one from 2015 [20] highlighted 

that patients often felt a strong empathic connection dur-

ing telemedicine consultations, potentially due to the 

more direct eye contact characteristic of these interac-

tions compared to typical in-person consultations. �e 

pandemic further accentuated this need to investigate 

digital clinical empathy. Research during this period 

showed that patients perceived therapists as equally or 

more empathetic in online sessions than in traditional 

settings. �is suggests that healthcare providers adapted 

or developed new skills suited to digital media, like inter-

preting limited visual cues and maintaining ‘camera-eye’ 

contact [21–23] [21, 23]. �erefore, while emerging evi-

dence suggests a nuanced adaptation of empathetic tech-

niques in online psychotherapy, particularly via video 

conferencing, our understanding remains even more lim-

ited for other digital communication channels, e.g., text-

based tools like live chats.

Empathy in written live chats

Emerging digital healthcare interactions have taken the 

form of real-time live chats, an increasingly common fea-

ture in digital services, particularly for customer interac-

tions in business contexts [24, 25]. Live chats are popular 

for their immediacy, personalization, availability during 

off-hours, and user control over the conversation pace 

[26–28]. �ese live chats can be powered by humans, or 

AI-operated tools and robotics or collaboratively oper-

ated by AI and supervised by human agents. In many 

business settings, AI chatbots are gradually taking over 

customer service roles, sometimes even supplanting 

human agents [25]. Given their accessibility and popular-

ity, particularly among younger demographics, variously 

operated models of live chats have also been employed in 

various health-related arenas, such as mental health ser-

vices [29], cancer advice [30–33], and for health promo-

tion [34]. While AI chatbots have demonstrated reliable 

guidance for users in areas such as business or finance 

transactions, they have shown limitations in provid-

ing medical advice [35–37]. �ere have been instances 

where AI chatbots have given misleading advice or failed 

to articulate the rationale or source behind their other-

wise medically correct recommendations [36, 38, 39]. 

�is highlights the intricate complexities involved in 

healthcare advice, requiring nuanced understanding and 

human judgment, elements AI currently lacks.

Beyond the provision of correct, evidence-based infor-

mation through live chats, it is equally critical to consider 

how information is conveyed, aligning with the emo-

tional needs of users. �is consideration foregrounds the 

relevance of digital clinical empathy in the realm of live 

chat interactions. In this, increasing interactions between 

humans and technology have led to the emergence of 

Emotion AI or affective computing [40, 41]. Emotion AI 

has shown increasing proficiency in decoding and rec-

ognizing human emotional states based on the analysis 

of facial expressions, tone of voice, or writing styles in 

recent years [36]. With the advancements of Emotion AI, 

distinguishing AI chatbots with humanlike features from 

human agents becomes increasingly difficult for users, 

especially when the interactions are brief, as an experi-

ment with more than 1.5  million users showed [42]. In 

this experiment, users were randomly assigned to chat 

with either a human or AI counterpart for two minutes, 

followed by the user’s guess about the nature or their 

encounter [42]. Despite continuous advancements in 

decoding emotional states, AI is fundamentally incapa-

ble of experiencing emotions and constrained to mimic 

empathy. �is imitation can, at times, lack the depth and 

authenticity of genuine empathetic responses. More-

over, the responses are often bound by a narrow frame 

of topics, and there is a risk of the user’s emotional state 

being misunderstood or not conveyed effectively [36, 

41, 43, 44]. Such limitations in AI’s empathetic abilities 

have been found to hinder the acceptability of chatbots, 

especially in sensitive, emotionally-charged contexts [24, 

45, 46]. �us, while AI has immense potential in han-

dling less complex, straightforward queries and analyz-

ing emotional cues, its limitations are accentuated when 

faced with more complex medical questions. In the cur-

rent state of technology, this provides a compelling argu-

ment for the necessity of human health professionals in 

providing medical information, particularly in the con-

text of complex healthcare questions.

On the flip side, human health professionals face their 

own set of challenges in grasping and responding to 

patients’ perspectives and emotional states when using 

text-based digital tools [29, 47, 48]. Studies using text-

based, written tools echoed challenges in both under-

standing perspectives and emotional states as well as 

communicating and acting upon this via chats [29, 47, 

48]. �is may be as written interactions are devoid of 

tonal and visual cues that play a role in understanding 

and communicating empathy in face-to-face interactions. 
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Furthermore, these interactions are essentially disem-

bodied, putting an onus on the written word to convey 

empathy effectively [5].

While healthcare providers are trained to justify their 

knowledge, apply ethical standards, and adopt clinical 

empathy in face-to-face encounters, there is a dearth of 

research focusing on digital clinical empathy for health 

professionals, particularly within the context of written 

live chats. As live chats become increasingly prevalent, 

understanding how to convey and adapt empathy to help-

seeking users within it is critical. It is hence essential to 

explore how healthcare providers can effectively under-

stand emotional states, communicate an understanding 

of them, and act upon this understanding, using written 

language in live chat services.

Familial cancer, which can have genetic and/or life-

style-related causes, affects not only the patients but also 

their relatives and is associated with great anxiety and 

information needs [49], making it a good model topic to 

explore digital clinical empathy.

�erefore, our aim was to investigate the methods of 

digital clinical empathy in a human-to-human, written 

live chat, with a specific focus on understanding what 

users expect and desire from such interactions. Hence, 

we formulated the following research questions (RQs):

RQ1: What are expected techniques of digital clini-

cal empathy in a human-to-human live chat from 

the perspective of potential users and responding 

health professionals with regards to:

a. understanding users’ perspectives and emotional 

states,

b. communicating this understanding,

c. and acting upon this understanding?

Utilizing these findings for training purposes, we applied 

and evaluated techniques of digital clinical empathy in 

actual chat encounters:

RQ2: What are implemented techniques of digital 

clinical empathy in a human-to-human live chat 

from the perspective of potential users and respond-

ing health professionals with regards to:

a. understanding users’ perspectives and emotional 

states,

b. communicating this understanding,

c. and acting upon this understanding?

Methods
Study design

�is study is part of a larger collaborative project 

between two universities, a Cancer Information Service 

(CIS) – a government-funded institution that provides 

free, evidence-based information on cancer-related top-

ics to the public–, and a patient organization for familial 

cancer, the BRCA-Network. �is project accompanies 

the formative and process evaluation of a live chat ser-

vice focused on the topic of familial cancer at the CIS 

[32, 33], comparable to a chat service implemented at the 

American Cancer Information Service [30]. �e live chat 

is operated by health professionals and provide personal-

ized, evidence-based information to users with questions 

relating to familial cancer, prevention and early detec-

tion. �e CIS hosts the live chat service; the universities 

are primarily responsible for conducting qualitative and 

quantitative formative and summative evaluations of the 

service; and the patient organization contributes by pro-

viding advice and patient perspectives.

Given that cancer brings with it many uncertainties 

for the person involved, empathy has proven to be key 

to cancer-related communication [6] and thus, has been 

a focal point during the planning period of the live chat 

service. �e current study focuses on investigating the 

expected techniques of digital clinical empathy for the 

chat and evaluating to which extent these were imple-

mented in chat encounters, drawing on both perspec-

tives: the users and the responding health professionals. 

It started with (1) focus group discussions with potential 

live chat users and interviews with CIS physicians (i.e., 

the health professionals) in October/November 2021, 

relating to RQ1. Questions centered around evaluating 

the appropriateness, effectiveness, and challenges of a live 

chat for cancer-related questions, with a focus on the role 

of empathy in digital written communication from the 

perspectives of potential users and health professionals 

(see further details in the supplementary file 1). Results 

from the focus group and interview study were shared 

with the CIS and used for training purposes with the chat 

team and development of the chat application. Before 

launching the chat for the public, we conducted (2) 

two rounds of usability tests in January and April 2023, 

addressing RQ2. In the usability tests for the live chat ser-

vice, potential users and CIS health professionals inter-

acted with the chat system as it would be experienced by 

end-users, i.e., simulating user inquiries and responses. 

Users joined the chat encounter while on video confer-

ence, sharing their screen and ‘thinking aloud’. �e ‘think 

aloud’ methodology [50, 51] is commonly used for usabil-

ity tests, where potential users verbalize their thoughts 

while using the new product or service. In our study, it 

was used to capture immediate user reactions of their 

experience using the chat. As empathy, especially in a 

digital context, can be nuanced and is grounded in the 

users’ perspectives, thinking aloud, which is conducted 

in real-time, enhances the authenticity of user responses 

compared to retrospective accounts [51, 52].
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�e usability tests were followed by interviews with 

the users and reflections with the responding CIS team 

members, focusing on the expression and perception of 

empathy in the live chat, exploring how empathetic com-

munication is achieved and received in a written format, 

and evaluating the overall effectiveness of communica-

tion in addressing users’ concerns in a digital healthcare 

setting (see supplementary file 1 for question guides).

Participants and procedures

Phase 1: interviews and focus groups

To gain insights into expectations and practice of digi-

tal clinical empathy for cancer-related inquiries, we 

recruited n = 7 CIS physicians, experienced in engaging 

with the public through different existing services (e.g., 

telephone and email service, social media, research man-

agement) for semi-structured interviews.

For the focus groups, social media and other digital 

posts shared by the CIS and cancer support groups were 

used to recruit n = 42 younger, digitally-oriented people, 

i.e. participants who had extensive experience using vari-

ous digital written communication channels and who 

could be potential users. �is demographic emphasis 

is strategic, considering that younger generations, who 

are typically more engaged with digital communication 

platforms and at risk of familial cancer due to genetic 

mutations, have been underrepresented in existing CIS 

services like telephone and email, which predominantly 

attract an older demographic (aged 50 and above) (see 

[33] for further details about recruitment strategies). 

Of those, n = 11 focus group participants had no prior 

experience with cancer, and n = 31 participants carried a 

genetic disposition associated with increased cancer risk 

and/or had experienced a cancer diagnosis. Focus group 

participants were divided into seven groups with five to 

seven participants, separating those with and without 

cancer/mutation experience.

Following the procurement of informed consent, both 

interviews and focus group discussions were conducted 

with the online conference tool Zoom (Zoom Video 

Communications, Inc). Sessions were guided by semi-

structured interview and discussion guidelines in line 

with RQ1 and spanned durations between 21 and 55 min 

for interviews and 52 and 95 min for focus groups. Inter-

viewees were not provided with monetary compensation. 

Participants in the focus groups were compensated 25 

€ for their involvement. All interviews and focus group 

discussions were facilitated by the lead author, who pos-

sesses extensive expertise in collecting qualitative data 

and was supported by student assistants. Data were 

gathered in German and quotations used within this 

paper have been translated accordingly. Interviews and 

focus groups were audio-recorded, transcribed, and fully 

anonymized.

Phase 2: usability tests

Two rounds of usability tests with ‘think aloud’ method-

ology were held in January and April 2023. Participants in 

the usability tests consisted of n = 9 health professionals 

who operated as CIS chat respondents (eight physicians, 

one lawyer with a specialization in medical social legisla-

tion) and participated in both rounds; and two different 

sets of users (n = 18), who participated in the think aloud 

usability tests. One CIS chat respondent had participated 

in the interviews of the first phase of data collection. 

Users of the first round of usability tests had participated 

in the focus group discussions, the second set were newly 

recruited participants with no prior experience with our 

project who responded to social media posts by the CIS 

and different cancer support groups.

For the usability tests, the CIS health professionals 

operated the chat through the CIS’ website integrated 

chat platform embedded within their website. �e first 

author and a research assistant conducted video confer-

ences via Zoom with the users, who shared their screens 

throughout the chat encounter. Users were encouraged 

to ‘think aloud,’ articulating their thoughts and reac-

tions verbally by talking during the written chat. If par-

ticipants remained silent, the first author engaged them 

with prompts, such as asking them to describe their cur-

rent thoughts. �e users’ comments were documented in 

detail in a structured protocol by a trained research assis-

tant. �is protocol was pre-categorized into sections like 

positive/negative feedback relating to technical features, 

communication etc. Additional data, including chat top-

ics, duration, and the number of questions asked, were 

recorded post-chat using the chat transcripts. Follow-

ing the chat, each user was interviewed about their chat 

experience with a focus on empathy in communication. 

�e interviews were audio-recorded and an anonymized, 

detailed transcript of the interview with selected quotes 

was prepared in conjunction with the think aloud proto-

col. Following both rounds of usability tests, CIS health 

professionals in their role as chat respondents were asked 

for a written reflection on their chat experiences, guided 

by a set of main and sub-questions (i.e., strategies of 

identifying the emotional state, mood of the users, and 

responding to those). Eight of the nine CIS health profes-

sionals handed in their reflections on a digital sheet. �e 

participant characteristics for each of the samples are 

summarized in Tables 1 and 2.

Data analysis

Each of the data sets for the two phases of data collec-

tion was subjected to an initial independent analysis, uti-

lizing qualitative content analysis [53]. An introductory 

coding frame was constructed in accordance with the 

focal themes for each phase (deductive procedure) and 

new subcategories were formed, derived directly from 
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the data (inductive procedure). For instance, under the 

deductive code ‘understanding/expressing need’ from the 

perspective of a potential user, we identified inductive 

codes such as ‘not knowing how to start/express feelings’ 

and ‘different means to express emotions in chat’. Addi-

tionally, the same pre-selected code, when viewed from 

the health professional’s perspective, revealed emerging 

codes like the ability to read ‘nuances’, the importance of 

‘not interpreting’ prematurely, and the need to ‘figure out 

emotional state throughout chat’.

Following this step, axial coding was performed, rooted 

in Grounded �eory [54], whereby subcategories under-

went a review process and were linked, collated, and 

refined to ensure their mutual exclusivity. A thorough 

re-examination of all transcripts, coded portions, and the 

final coding frames was undertaken before the different 

perspectives for each phase were joined and compared. 

Distinguishing between the processes of ‘b. communicat-

ing understanding’ and ‘c. acting upon understanding’ 

deserved particular attention in this text-based environ-

ment, where actions are also a form of communication. 

In our analytical approach, ‘communicating this under-

standing’ encompasses codes that highlight communica-

tive acts to acknowledge or validate expressed emotional 

states or perspectives. On the other hand, ‘acting upon 

this understanding’ is defined by coding communica-

tive acts that go beyond mere acknowledgment—these 

acts could involve the provision of additional resources, 

initiating a referral, or taking steps to address emotional 

needs directly. �us, the difference lies in the intent and 

impact: the former focuses on expressing comprehension 

and validation, while the latter takes concrete steps based 

on that understanding.

�e data from phase 1 (focus groups and interviews) 

were amalgamated in response to RQ1, while the data 

from phase 2 (usability tests) were used to address RQ2. 

�e coding frames of both phases were compared. �e 

first author and two student assistants performed the 

coding of the data. To ensure the validity and reliability of 

our coding scheme, a rigorous process was followed. �e 

first author began coding with five transcripts from each 

dataset, developing the initial categories. Subsequently, 

student assistants, one for each phase, were trained to 

use this coding frame. To assess intercoder reliability, two 

transcripts from each dataset were coded independently 

by both the first author and the student assistants. Dis-

crepancies in coding were discussed and resolved, lead-

ing to further refinement of the coding frame. �e first 

author reviewed all coded transcripts by the research 

assistants. �e MAXQDA software (VERBI GmbH) was 

utilized to facilitate computer-assisted data analysis.

Ethics approval and consent to participate

�e research project was granted ethical clearance by 

the ethical board of Bielefeld University. Prospective par-

ticipants from all samples received an information sheet, 

detailing their role, rights, type of data collection, data 

protection, and a consent form. Informed consent was 

obtained from all research participants.

Results
Overview

�e results section is divided into two sections in line 

with RQ1 and RQ2. Each of these two main sections has 

three subsections in line with the three-fold processes of 

empathy, contrasting the perspectives of (potential) users 

and health professionals (see participant data in meth-

ods section). Each identified theme is marked in italic 

and accompanied by illustrative quotes. A summary is 

provided at the end of each subsection and the results 

Table 1 Sociodemographic data of phase 1 and 2 users
Characteristic Phase 1

(focus 

group)

Phase 2

(usabil-

ity test)

n % n %

Cancer experience

 Cancer experience or genetic disposition 31 74 13 72

 No cancer experience 11 26 5 28

Gender

 Female 28 67 14 78

 Male 14 33 4 22

Age

 18–29 13 31 5 28

 30–39 17 41 12 67

 40–49 6 14 1 5

 50 + 6 14 0 0

Education

 Academic degree 27 64 15 83

 Non-academic degree 15 36 3 17

Migration background/Non-German native

 Yes 5 12 2 11

 No 37 88 16 89

Table 2 Professional backgrounds of phase 1 and 2 health 
professionals
Characteristic Phase 1

(focus group)

Phase 2 (usability 

test)*

n % n %

Professional background

 Physician 9 100 8 89

 Lawyer 0 0 1 11

Position within the CIS

 Telephone service 3 34 4 45

 Email service 3 34 4 45

 Social media 1 10 0 0

 Research management 2 22 1 10

 Chat service 0 0 9 100

* Note: Health professionals were not solely members of the chat team and 

partially also worked in one other CIS service
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conclude with a summarized table that encapsulates 

the key findings and interpretations across all phases, 

offering a cohesive and comprehensive overview of our 

results.

To distinguish participants from the different samples, 

the following terminology will be applied (Table 3): ‘Par-

ticipants’ includes perspectives from both samples dur-

ing one phase of data collection. CIS health professionals 

from the first phase are referred to as ‘CIS interviewee’. 

As all CIS interviewees are women, their gender is not 

stated. Focus group participants (i.e., the potential users) 

are referred to as FGP followed by their gender (F for 

female and M for male) and age, e.g., ‘FGP M21’. Usabil-

ity test users (UTU; i.e., the users) are distinguished by 

rounds 1 and 2 (R1 and R2) as well as their gender and 

age (e.g., UTU R1 M21). �e CIS chat respondents are 

referred to as ‘CIS respondent’, again without gender as 

all are females.

Expected techniques to foster digital clinical empathy 

(RQ1)

Understanding users’ perspectives and emotional states

In the exploration of digital clinical empathy within the 

context of human-to-human live chat interactions, the 

first process of empathy to consider is the understanding 

of the user’s perspective and emotional state.

Participants from both samples (FGP and CIS inter-

viewees) believed that understanding and recognizing 

the (emotional) needs of the user was key to enacting 

empathy, yet prone to interpretation errors in a chat. 

Several FGPs described it as a challenge to express needs 

when faced with a diagnosis of cancer (or its probability):

“If you have received a diagnosis, you may not know 

how to express it. So that means that the person who 

has to answer in the chat would have to be able to 

give a good, reflected answer based on relatively 

unspecific statements.” FGP F21.

“Writing has no tone and nuance. When it comes 

to the advice seekers, it’s just incredibly difficult in 

a chat to express the emotions one has when dealing 

with cancer. And for the advisors, it will be difficult 

to see this and to calm people down or to discern if 

the advice seeker just wants objective information. 

Finding that out is very difficult if you only have 

text.” FGP F39.

�ere were also some views that emotional states could 

be deciphered in chat encounters due to variations in 

expressions as one FGP, who worked in customer chat 

service, explained:

“From my own experience, I can say that the people 

who turn a live chat write as differently as they are. 

Some use emojis, others comment statements with 

“haha” and others have fears and concerns and you 

will also read this from the way they write. We all 

know from WhatsApp and other messengers within 

our private networks that people have very distinct 

ways to write. �e chat team needs to look at every-

one who comes into the live chat individually and 

respond as you would do in an oral conversation.” 

FGP F31.

Similarly, some FGPs viewed mutual engagement and 

explicitness of their needs as an element to foster under-

standing of their emotional state:

“If I want to be understood, it also comes with a 

responsibility from my side. Like in the real world, 

I mean non-digital encounters, I can’t expect my 

counterpart to understand me right away. I need to 

open up about my feelings and even more so if we 

are just texting. However, not everyone is capable to 

do so or knows how to express themselves. So I still 

view it as a delicate matter to find the right tone in a 

live chat on cancer.” FGP M30.

Views from the perspective of CIS interviewees were also 

mixed wherein half of the participants described pre-

sumed challenges in recognizing how the user felt. Oth-

ers described understanding user needs as a process of 

mutual engagement throughout the chat:

“You might not know right from the start who and in 

which kind of state is chatting with you, but I believe 

by being open and friendly, you give users the oppor-

tunity to open up and you’ll know how to engage 

with them over the course of your encounter.” CIS 

Interviewee.

In summary, understanding a user’s perspective and 

emotional state proves multifaceted and mutual, encom-

passing both user’s expression of needs and respondent’s 

interpretation. �e diverse perspectives within the FGP 

and interview samples underscore the dynamic nature 

of the interplay of this empathetic process. While dif-

ficulties in expressing needs in an emotionally charged 

Table 3 Overview of used terminology for different samples and 
research phases
Phase Participants

Potential Users CIS health 

professionals

1 (Focus groups, interviews) FGP M/F Age CIS 
interviewee

2 (Usability tests) UTU R1/R2 M/F Age CIS 
respondent
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situation such as a cancer diagnosis was described as a 

challenge, different writing styles and recognizing needs 

in the process of interacting were described as strategies 

to gain an understanding of the user’s needs.

Communicating this understanding

Following the recognition of the user’s needs, communi-

cating this understanding back to the recipient is the sec-

ond facet of empathy.

Participants in the study detailed the various elements 

involved in conveying this understanding within the con-

text of a live chat setting. From the user’s perspective, the 

majority of FGP participants highlighted the value of a 

timely response, indicating that a swift reply is considered 

an essential part of making them aware their need had 

been received.

“When chatting, you just don’t have eye contact and 

you don’t see or feel that now really someone is wait-

ing. Especially when it comes to feelings or the like, 

then you may not feel so left alone if you get a quick 

response.” FGP M30.

“I have that expectation that I get a prompt feed-

back. What promptly means – I can’t say right now, 

but at least an in-between message that they [chat 

respondents] have received my message, that it has 

been seen and that they care about it.” FGP F35.

Moreover, many FGPs emphasized the importance of 

genuine engagement, which includes a personal address 

by their chosen name in the chat and avoiding formu-

laic or empty phrases. �ere was also agreement that 

respondents should refrain from attempting to take their 

perspectives:

“If they would write something along the lines ‘I am 

sorry for you and your family’ that would rather 

trigger me. As a cancer patient, you get enough com-

passion from your immediate social network. Here 

[in the chat] pity comes across strangely and seems 

like a phrase even if it is perhaps well-intentioned.” 

FGP F32.

“People sometimes say that they can imagine how 

difficult my situation is. But honestly, hardly any-

one can. �at’s why I would avoid any such wording.” 

FGP F34.

From the perspective of FGPs, there were contrast-

ing views on how the user’s worries should be handled. 

Some FGPs expressed a desire for respondents to avoid 

language that could potentially exacerbate fears, while a 

few felt “seen” and taken seriously in having their worries 

acknowledged.

“Let’s imagine I enter the chat because I suspect my 

cancer has come back and I am very worried. If the 

person in the chat would now acknowledge that it 

was right to be worried, my thoughts would start 

spinning and I would most likely hear all they write 

with that voice in my head. So, I would much prefer 

a more positive connotation in the communication 

and that they are there to help me.” FGP M28.

“Having cancer means going through a lot. And 

sometimes it’s just nice if somebody sees and 

acknowledges this.” FGP F32.

FGPs also highlighted the need for authenticity in these 

interactions. �is concept involved the respondent being 

forthright about their limitations, such as not having all 

the answers or not being fully acquainted with the user’s 

personal experience as the following quote shows:

“I want to know if my question can’t be answered. I 

think that makes a live chat very credible and also 

very authentic when I notice that the person sitting 

behind it is really someone who is not all-knowing.” 

FGP F31.

Being authentic and acknowledging limitations was also 

viewed as important by CIS interviewees, however, this 

could also evoke frustrations and not be understood 

as empathy as one participant, working in the CIS tele-

phone service, explained:

“We can only listen and give advice, but we don’t 

perform examinations, and this limits us in what we 

recommend. But this is what people often want: a 

specific answer, a personalized recommendation. We 

have to get this across, but it is difficult and requires 

sensitivity.” CIS interviewee.

Some FGPs underscored the importance of adaptive 

communication, describing a preference for respondents 

to adopt a more formal or informal communication style 

along with the user’s communication style:

“I would dislike a very formal approach, it broadens 

the distance in this chat even more.… Matching my 

style, this is what I would appreciate.” FGP M27.

“I am talking to doctors and whether that’s in a chat 

or in real life, I don’t address them by their first 

name. Equally, I also expect them to address me for-

mally.” FGP F35.

In contrast, all CIS interviewees viewed a more formal, 

neutral communication style as the better option to avoid 

miscommunication:
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“If we take the extreme of informal – emojis. Do I 

hurt them when I want to cheer them up and send 

them a smiley face or a sun or something nice? It’s 

possible that it comes across all wrong, when their 

world is falling apart. So I would be very cautious 

with anything too informal.” CIS interviewee.

From the respondent’s viewpoint, CIS interviewees also 

detailed the importance of in-depth questioning, seeing 

it as a method to gain a complete understanding of the 

user’s (emotional) needs. �ey also pointed out the need 

to contextualize this practice:

“To give the user what they need, often a lot of ques-

tions and clarifications are needed. Sometimes, it 

is not clear to the users why we need all that infor-

mation. To avoid feelings of ‘being interrogated’, it is 

helpful to elaborate on why these questions are nec-

essary.” CIS interviewee.

In summary, the process of communicating an under-

standing of a user’s perspective and emotional state, as 

a facet of digital clinical empathy, revealed a complex 

interplay between the users’ and the respondents’ per-

spectives. Both the FGP and the CIS interviewees shared 

views about key elements like timely response, genuine 

engagement and authenticity. Divergent views, how-

ever, were observed on issues such as handling the user’s 

worries, with a contrasting need for both avoiding fear-

evoking language and acknowledging existing fears. Simi-

larly, while users preferred a more informal or adaptive 

communication style, respondents favored maintaining a 

neutral and professional tone.

Acting upon this understanding

Recognizing a user’s needs and communicating that 

understanding is followed by acting upon that under-

standing. In a live chat environment, the intended actions 

proposed by both users and respondents are diverse and 

multi-faceted.

For FGP participants, representing potential users, sev-

eral elements were described as key to manifest empathy 

in a digital setting. An expectation revolved around time 

commitment. Most FGPs emphasized the importance of 

the responding physicians dedicating sufficient time to 

provide individual, personalized responses, ensuring that 

their needs (both emotional and beyond) are thoroughly 

addressed.

“Showing empathy in a traditional sense is a bal-

ancing act in this chat because of all the emotional 

nuances that are missing on both sides. To me, 

dedicating time to my inquiry and being outspoken 

about it – ‘You can ask me any question. Or what do 

you need right now?’ – is also a form of empathy to 

me.” FGP F38.

�e importance of dedicating time was equally shared by 

the CIS interviewees and viewed as a technique to enact 

empathy:

“In all our services, we aim to convey that we have 

time and that we take the time to respond indi-

vidually to the users. In the telephone service, we 

sometimes offer to call people back if they want to 

compose themselves first.… We would try a similar 

approach in the chat.” CIS interviewee.

An additional element of empathy mentioned by multiple 

FGP participants was the provision of understandable 

information, often mentioned in conjunction with the 

previous element of time commitment. Many FGP par-

ticipants expressed the need for clarification of compli-

cated medical terminologies or study results, providing a 

level of understanding often missed during consultations 

with their primary physicians.

“I’ve had that situation several times when I sat at 

home with my doctor’s letter after a visit to the hos-

pital. And I either thought I had asked all the ques-

tions or I was just too overwhelmed to ask any more. 

And then you sit at home and stumble over words. 

And you ask yourself ‘How bad is it?’ and the worst 

thing you can do now is to start googling. If you had 

access to that chat or any other service with verified 

information and people who give you context and 

explanations – maybe I would not go bananas.” FGP 

M41.

In parallel, CIS interviewees also discussed the provi-

sion of individual, evidence-based information as a criti-

cal feature of their service. In this, several interviewees 

agreed it was important to frame factual information 

empathetically, find the “right tone” when conveying 

information so as to be perceived as empathetic:

“�e information should not just be factually cor-

rect, but also humane and interpersonal, well 

understandable. And, as I said, I have the experi-

ence that people in fear filter every piece of informa-

tion differently than someone else does. Information 

goes through a grid where everything bad is ampli-

fied and all fears are magnified. And it is important 

that you manage to convey information in the way 

you want to or you have the reverse effect.” CIS inter-

viewee.
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“You have to wrap your information so that your 

evidence becomes empathetic, personal and meets 

the user at the level where they are.” CIS interviewee.

Some focus group participants described boundary rec-

ognition by the respondents as another element of enact-

ing empathy. �is aspect covered the acceptance of a 

participant’s preferred level of anonymity and respect for 

the withholding of certain information.

“�e nice thing about the tool is that it is semi-

anonymous. It is a limitation, but also an advan-

tage of the chat, because I’ve noticed that men, in 

particular, are often ashamed. �ey don’t want to 

talk about everything and disclose all their intimate 

details. If the chat respects that people take time to 

open up… it can become a safe space to address sen-

sitive topics.” FGP M40.

�is anonymity was viewed as a challenge by CIS inter-

viewees who required a certain level of information in 

order to provide personalized advice, as several inter-

viewees described:

“I think the chat might appeal to people who want 

to maintain a certain level of anonymity and I do 

understand that. What some people don’t under-

stand is that the quality of the information we can 

provide varies with the amount of details we have.… 

As the respondent, I have to be clear why I need fur-

ther information to make the user understand.” CIS 

interviewee.

Moreover, the CIS interviewees proposed empowering 

users to take further steps in their cancer journey and 

enabling informed decisions as acts of empathy the CIS 

aimed to enact to all their users, notwithstanding the 

communication channel they chose. An advisor working 

in the telephone service described this as follows:

“I have had telephone sessions with patients who 

were not well informed and only saw one option 

for themselves. �is can go in both directions: those 

who overreact and want to be overtreated and oth-

ers who don’t or don’t want to see the seriousness of 

their situation. And of course I am not their oncolo-

gist and I reach the limits of my knowledge which I 

have to admit. But I can do my best to support these 

patients in getting a second opinion or to think once 

more about their choices.” CIS interviewee.

Lastly, CIS interviewees articulated their intent to ‘go the 

extra mile’ and go beyond merely answering the users’ 

questions and thereby expressing empathy. �is included 

potential referrals to support groups, hospitals, or other 

services within the CIS.

“We have the capacity to go the extra mile and offer 

users specific information beyond what they ask. If 

someone comes with questions about hereditary 

cancer, I can give them the addresses of specialized 

hospitals in their area, but also contact details of a 

support group or information about social services. 

I think it’s good to have a ‘customer first’ concept 

embedded in the service.” CIS interviewee.

In summary, acting upon a recognized need in a live chat 

requires several techniques, per the perspectives of both 

potential users and CIS interviewees. �ese include dedi-

cating adequate time to individual inquiries, explaining 

complex medical content in an understandable manner, 

and acknowledging and respecting users’ boundaries. 

For CIS interviewees, extending help beyond the imme-

diate scope of questions, facilitating informed decision-

making, and careful phrasing of information were seen as 

vital techniques of empathy.

Implemented techniques fostering digital clinical empathy 

(RQ2)

Understanding users’ perspectives and emotional states

During the second phase of data collection, understand-

ing emotional states presented distinct nuances for both 

users and health professionals involved in the usability 

test.

Most users exhibited a heightened awareness of the 

artificial setup of the usability test. �ey entered the chat 

without the emotional baggage they might have brought 

into a real consultation, recognizing that the situation 

was a constructed setup:

“I entered the chat with a neutral feeling and I am 

also exiting it that way. I knew this was a test and 

didn’t come, let’s say, feeling desperate.” UTU R1 F34.

Health professionals also noted this observation, while 

also reporting heterogeneous understandings of users’ 

emotional states. For the most part, they felt confident 

about their grasp of the users’ emotions and needs, draw-

ing from explicit indicators like emoticons and expres-

sions of gratitude.

“I had the impression that I got the users’ needs. In 

the end, it’s like in a personal conversation: You need 

to engage with the user individually.” CIS respon-

dent.

However, some health professionals expressed con-

cerns and questioned whether their interpretations were 
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accurate, given the lack of non-verbal cues that would 

ordinarily help interpretation in other settings.

“Compared to the telephone service, it turned out to 

be more demanding - due to the omission of other 

cues. Listening allows us to sense the caller’s emo-

tions very well when the voice wavers, heavy breath-

ing occurs or unusual pauses occur. In general, 

identifying what the user needed, also emotionally, 

remained unclear for longer or sometimes changed 

very abruptly in the course of the conversation, 

which may also be due to the ‘test situation’.” CIS 

respondent.

Simultaneously, some health professionals experienced 

dual attention stress, needing to focus on both the factual 

aspects of the users’ inquiries and their emotional needs. 

�is dual attention demanded a heightened degree of 

focus and comprehension, augmenting the challenge 

of empathetically understanding users in the live chat 

setting.

In summary, the second phase showed some of the 

complexities of comprehending emotional states in a live 

chat setting. While the perceived artificiality of the chat 

test environment limited the full exploration of emo-

tional needs of the users, health professionals had mixed 

impressions about getting the users’ needs right. �ey 

also experienced a dual challenge of addressing both fac-

tual inquiries and emotional needs.

Communicating this understanding

Several aspects stand out regarding the communication 

of understanding emotional needs during the second 

phase of data collection.

During the first phase, key elements such as genuine 

engagement, and authenticity emerged as shared views 

among both focus group and CIS interviewee partici-

pants. �e second phase reinforced these findings, par-

ticularly with many users expressing appreciation for 

timely responses from the health professionals:

“I was quite impressed with the pace of the chat. �e 

physician always responded swiftly, even if it was 

only to ensure she had understood me correctly.… I 

feel this was quite empathetic.” UTU R2 F42.

Responding timely to a user’s message was described 

as an employed technique by the CIS respondents and 

served different purposes (e.g., rephrasing the query, let-

ting the user know they were searching for information). 

Another reoccurring theme was in-depth questioning as 

a technique to find out the user’s need and communicate 

this understanding back. Health professionals reiter-

ated the use of questions to explore the user’s condition 

or concerns thoroughly. �is involved seeking the user’s 

permission to delve into their medical or personal his-

tory. Occasionally, CIS respondents would also explain 

their rationale behind this questioning, as participants 

from both samples mentioned. Users overall valued this 

technique, demonstrating the health professional’s inter-

est in their situation.

“I had the impression that I was in good hands with 

the person answering my questions; I noticed this 

from the doctor’s counter-questions. �ey were per-

sonal and directed at me.” UTU R1 F36.

Some observed, however, that it could make the chat 

feel protracted and difficult to scroll through the chat 

conversation.

“I got lost at some point and tried to scroll back to 

the initial question. While I can understand why 

they have to ask many questions, you have to bear 

in mind the technology and in this case, a small 

chat window, and navigating in between questions 

became complicated.” UTU R1 M30.

Authenticity, a pivotal element from the first phase, was 

further dissected in the second phase in terms of writing 

styles. �e emergence of typos stood out in several post-

usability interviews with users. While some users found 

typos “humanizing”, signaling the presence of a real per-

son on the other side of the chat, most perceived them 

as less professional or potentially challenging for specific 

user groups, such as dyslexics or non-native speakers.

“I noticed the typos. At the beginning, I found them 

likable, but at some point, it became too much for 

me. Even though it didn’t affect my reading compre-

hension, I noticed that I perceived the person as less 

professional.” UTU R1 F34.

“As a non-native speaker, I had put some pressure on 

myself to spell everything correctly so that the health 

professional would understand me. �en I saw they 

also made mistakes. My German is very good and I 

didn’t have any issues understanding, but for some-

one else, there might be. I would prefer they check 

the message for typos before sending it.” UTU R2 F32.

Health professionals, on the counterpart, were aware of 

this and described this as trade-offs between the neces-

sity of responding quickly and laypeople-oriented versus 

the potential for introducing errors:

“Correcting typos is time-consuming and slows down 

the writing process. A spell checker would be helpful 

here, but as far as I know, there is a problem with 
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data protection. So for the time being, it remains a 

matter of weighing up what is more important: a 

perfect answer or a natural conversation that can 

have spelling mistakes.” CIS respondent.

“I increasingly tried to formulate the responses 

myself and copy less from our data bank. In my 

experience, this makes the communication faster 

and more empathetic, but it also carries a higher 

risk of accidental misinformation or typos.” CIS 

respondent.

�is is in line with the previously identified divergence 

in preferences for communication styles which surfaced 

again in phase two. In contrast to expected adaptive com-

munication by focus group participants, users and health 

professionals of phase two universally acknowledged a 

neutral, formal communication style during the usability 

tests. �ese had a varying reception among the users of 

whom some valued professionalism and others expressed 

a preference for a more personalized and less distanced 

interaction.

“I felt self-conscious at the start as I was addressed 

so formally and I saw the doctor title [of the respon-

dent]. I wrote and rewrote my question several times, 

trying to formulate an eloquent question.” UTU R1 

M29.

“�e writing style was very pleasant for me. Since the 

topic is emotionally charged, it is pleasant to write 

with someone in a factual manner.” UTU R1 F37.

In summary, while users appreciated the technique of 

timely responses and tolerated in-depth inquiries, they 

held mixed views on the formal language and typo-

graphical errors in the chat. On the other hand, health 

professionals described how they tried to balance swift, 

accurate responses with maintaining a fast, authentic and 

approachable writing style that translated complex medi-

cal language from databanks into simpler, user-friendly 

expressions, a technique that was positively received by 

users.

Acting upon this understanding

�is section explores the third process of empathy in the 

usability test – acting upon an understood need of the 

user. During the second phase of data collection, several 

themes emerged that were in alignment with the first 

phase’s expectations.

Time commitment was universally appreciated by the 

users who felt that the health professionals took the time 

necessary for each consultation, reinforcing the impor-

tance of dedicating adequate time to individual inquiries.

“She asked, ‘Do you have any further questions or 

would you like to end the chat?’ and then I could 

have said, ‘No, I have another question’. So she left it 

up to me to decide and I liked that very much.” UTU 

R1 F49.

From the health professionals’ perspectives, this tech-

nique aimed to create a user-centric communication 

where users could decide the duration and pace of the 

chat. Nonetheless, some health professionals questioned 

how much time they could dedicate per user once the 

chat was launched:

“Inasmuch as we want to dedicate as much time to 

every user as they need, we also have to view it from 

a practical perspective. Once the chat is launched, 

there might be queues. How much time can and 

should we take for every chat?” CIS respondent.

Emphasized from phase one and slightly nuanced dur-

ing the usability tests, providing valuable information in 

the chat was described a relevant enactment of empathy. 

�is encompassed sharing relevant, recent studies and 

guiding users through the next steps of their care jour-

ney. Nonetheless, constraints with the chat format were 

acknowledged by some users who expressed dissatisfac-

tion when their questions were either addressed superfi-

cially or deemed too intricate for the chat’s capabilities. 

While these users acknowledged the inherent limitations 

of a chat service, their experience was marked by a degree 

of frustration when their expectations were unmet:

“Well, you should bear in mind that this is a chat 

and not suitable to ask complex questions. I wished I 

had received a more specific answer to my question. 

Maybe I could have known this before.… I feel a bit 

weary.” UTU R1 M21.

CIS respondents were also aware that some questions 

or issues might not be adequately answered in a chat. 

�e offer of referrals to services inside and outside the 

CIS was viewed positively overall by users, though some 

found referrals to other CIS services unnecessary, if, for 

instance, their question had been sufficiently answered or 

they had chosen the chat for a particular reason.

“�e suggestion of talking to the telephone service 

came out of the blue for me because I felt the ques-

tion had already been answered. So that made me 

wonder if there was more to know.” UTU R1 F34.

“I would turn to the chat mainly to stay anonymous 

and when I go to the website, I can see that I can also 

make a call and if I choose the chat, they [respon-
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dents] should make it clear why they suggest a phone 

call to me.” UTU R2 F33.

For some of the health professionals, the challenge was 

not only identifying the need for referrals but also pack-

aging referrals in a way that would not make users feel 

dismissed.

“How and when to suggest referrals so as to not make 

users feel we ‘are brushing them off ’ was a topic that 

we discussed in our team. In my usability tests, I sug-

gested one referral and I think I found a good way to 

present it.” CIS respondent.

Finally, many users highly appreciated the reassurance 

from health professionals that they could return to the 

chat anytime. �is encouragement for future engage-

ment aligns closely with the first phase’s emphasis on 

fostering an environment that empowers users and goes 

beyond what is asked, uttered by both users and health 

professionals:

“Dr [X] invited me to ask any further questions now 

or at some point in the future and I really appreci-

ated this. It’s a small thing to say but it gives me a 

positive feeling.” UTU R1 F35.

In summary, the third process of empathy, acting upon 

an understood need, incorporated a variety of tech-

niques consistent with expectations from phase one in 

the usability test. Users and health professionals alike 

emphasized the importance of time commitment in chat 

encounters, creating an environment where users could 

control the duration and pace of the encounter. Informa-

tion management was critical, with users appreciating the 

relevance and understandability of the provided informa-

tion, despite some instances of perceived superficiality or 

complexity. �e theme of referrals emerged as a nuanced 

area, with users generally viewing them positively but 

questioning their necessity in certain contexts. For health 

professionals, the challenge lay in framing these referrals 

in a non-dismissive manner. Encouraging future engage-

ment was unanimously well-received, reinforcing the 

initial emphasis on creating an inviting environment for 

ongoing assistance.

In line with the three-fold process of empathy, both 

phases and their themes are summarized in Table 4.

Discussion
Study summary

�is qualitative, multi-method study analyzed which 

techniques of digital clinical empathy, a crucial element 

in patient-centered care, are expected and evaluated in 

the digital communication format ‘live chat’ on familial 

cancer in healthcare. While clinical empathy in face-to-

face interactions employs techniques such as active lis-

tening, and a balance between emotional engagement 

and detachment [3, 11], the digital era has introduced 

new dynamics to empathy which need to be explored in 

the context of the technology [21, 22]. Given the growing 

prevalence of written live chats and the need to under-

stand how healthcare providers can effectively convey 

empathy in this medium, this study addressed digital 

clinical empathy. Focusing on the three-fold processes of 

Table 4 Overview of expected and implemented digital clinical empathy techniques
Expected techniques Implemented techniques

Potential users CIS Health professionals Potential users CIS Health 

professionals

Understanding - Challenge in expressing needs
- Variations in expressions
- Explicitness of needs

- Understanding needs as a 
process

- Awareness of artificial 
setup

- Hetero-
geneous 
understandings
- Dual atten-
tion stress

Communicating this 
understanding

- Timely response
- Genuine engagement
- Handling worries
- Adaptive communication

- In-depth questioning
- Neutral communication

- Timely responses
- In-depth questioning
- Formal communication

- Authenticity - Authentic writing styles - Trade-off 
between quick 
responses and 
making errors

Acting upon this 
understanding

- Time commitment - Time commitment

- Provision of understandable information
- Boundary recognition

- Framing factual information 
empathetically
- Empowering users
- Going the extra mile

- Provision of valuable 
information
- Referrals

- Packaging 
referrals-

- Encouraging future engagement
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empathy – understanding emotional states, communi-

cating, and acting upon this understanding – we investi-

gated the expectations, implementation, and evaluations 

of techniques to foster empathy in a cancer live chat 

service at a Cancer Information Service (CIS). Our data 

combined the perspectives of potential users and health 

professionals during two phases: in focus group discus-

sions and interviews before and in usability tests, fol-

lowed by written reflections after the live chat encounter.

Principal findings

During the first phase of data collection (focus groups 

with potential users and interviews with CIS health pro-

fessionals), hence focusing on the required features of 

digital clinical empathy, the complex nature of empathy 

in digital environments became evident. As highlighted 

by both the potential users and health professionals, 

understanding emotional states was viewed as a recip-

rocal process that demands engagement from both par-

ties. �is is different from the process of clinical empathy 

in non-digital settings where understanding emotional 

states relies heavily on active listening of the health pro-

fessional [3]. Moreover, unique to the live chat setting, 

the respondents have to rely on written cues and inter-

active engagement to infer emotional states, as they lack 

access to the visual and tonal cues typically available in 

face-to-face interactions.

In terms of communicating this understanding, the 

importance of timely responses, authenticity, and genu-

ine engagement was reiterated across both samples, 

reflecting similar principles of clinical empathy in tradi-

tional settings [9, 10]. However, the study found diverg-

ing views on the nature of communication. �e CIS 

health professionals, reflecting the professional orienta-

tion of clinical empathy, favored maintaining a neutral 

and professional tone. Meanwhile, the users preferred 

a more adaptive, and at times informal, communication 

style while not using empty phrases. �is finding under-

lines the need to recalibrate the ways in which empathy is 

communicated in live chat settings, balancing profession-

alism with the informality often associated with digital 

communication [55].

Regarding acting upon an understood emotional state 

and need, both samples agreed on the importance of ded-

icating adequate time, making complex medical informa-

tion understandable, and respecting users’ boundaries. 

�ese elements reflect practices associated with clinical 

empathy, such as clear communication and a patient-

centered approach [8, 15]. Unique to the live chat envi-

ronment, CIS health professionals emphasized the need 

to go beyond immediate inquiries and facilitate informed 

decision-making. �is suggests that in the context of 

live chats, ‘acting’ might encompass not only addressing 

the immediate concerns of the user but also proactively 

offering relevant information and further support.

During the second phase of data collection (usabil-

ity tests with interviews and written reflections), users 

and health professionals reflected on their experiences 

of empathetic communication in the usability test set-

ting. �is served as a reality check against the required 

features and expectations from the first phase. �e sec-

ond phase expanded and challenged some findings from 

phase one. While understanding users’ emotional states 

was confirmed as complex, the artificiality of the usability 

test and the intertwined nature of factual and emotional 

needs amplified this complexity. �is underscored the 

need for a nuanced approach tailored to digital commu-

nication, especially when dealing with sensitive health 

topics such as familial cancer [31, 56].

�e usability tests also offered additional insights on 

communicating a recognized need as health profession-

als described balancing swift, authentic responses while 

maintaining an approachable writing style. Users’ reac-

tions to language formality and typographical errors were 

mixed. �is highlights a tension between the desire for 

immediate interaction, inherent in the chat format, and 

the need to maintain accurate and reliable information 

exchange [57].

Acting on an understood need involved unique chal-

lenges and opportunities in the digital written context. 

Health professionals’ time commitment was highly val-

ued by users, yet the live chat format also allowed users 

a new level of control over the pace and duration of the 

consultation. Providing valuable information in a chat-

suitable format, however, surfaced as a unique challenge 

with users indicating some responses as too superficial or 

complex for the chat format.

Referrals, a commonly used strategy in traditional 

settings, presented new nuances in the digital context. 

While generally well received, some users questioned 

their necessity in specific chat contexts, while health 

professionals highlighted the need for careful framing to 

avoid users feeling dismissed.

Implications for theory, methods and practice

In terms of theoretical implications, this study shows 

the necessity of adapting traditional understandings of 

empathy, largely derived from face-to-face interactions, 

to suit digital platforms such as live chats [16]. Here, our 

study highlights the value of distinguishing between the 

three processes of empathy [2, 3] and describes differ-

ent techniques for each of them. �is nuanced perspec-

tive can provide a more comprehensive understanding of 

empathy in both digital and non-digital healthcare set-

tings. However, the study also points to the complexities 

in delineating these processes, as they often occur con-

currently and interactively, suggesting that empathy may 
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function more as a dynamic, interwoven process rather 

than isolated stages [58].

As live chats are increasingly operated by AI bots 

and robotics, our results underscore the intricate skills 

required for truly empathetic digital interactions. While 

current AI has progressed in identifying emotional states 

and partially in reflecting that understanding back to the 

user, the multifaceted task of empathetic responses – or 

acting upon this understanding – remains a challenge 

in AI development [40, 44, 45]. �is challenge, however, 

presents a direction for future research and may open an 

avenue for a hybrid, cooperative model that harnesses the 

strengths of both humans and AI. �is way, AI’s preci-

sion and speed in recognizing emotional states, especially 

in difficult areas as solely text-based interactions, can be 

integrated with the nuanced understanding and empa-

thetic response of human health professionals.

Our study’s methodological approach, integrating 

the perspectives of both (potential) users and (respond-

ing) health professionals before and after the live chat’s 

development, offers valuable insights. �is methodologi-

cal approach underscores the importance of integrating 

user and professional perspectives right from the design 

phase, rather than retrospectively adjusting strategies 

and techniques. Moreover, the subsequent testing and 

evaluation phase further strengthens the research and 

implementation process, allowing for adjustments based 

on feedback and reflections. �is emphasizes the impor-

tance of continuous testing and adaptation in the face 

of evolving user needs and technological advancements 

[59].

From a practical perspective, healthcare providers 

navigating digital spaces must find a way to uphold pro-

fessional standards while exhibiting authenticity and 

conveying empathy [21, 60, 61]. �is requires an under-

standing of different techniques, adapted to the specific 

digital medium [5]. Acknowledging this, our study results 

offer recommendations for healthcare professionals, 

summarized in Table 5. �ese recommendations, derived 

from our findings, could enrich professional training, 

enhancing digital patient interaction skills.

Finally, the challenge of balancing authenticity and 

accuracy in a live chat setting points towards the need for 

additional support and quality control measures in digital 

healthcare, e.g., complemented by AI or other automated 

tools. Ensuring the accuracy of information disseminated 

in such platforms is key to being a reliable, user-friendly 

channel of health information.

Limitations and future research

Our study contributes to the understanding of digital 

clinical empathy, yet several limitations must be acknowl-

edged. Firstly, our sampling strategy might have intro-

duced self-selection bias, as participants responded to 

our recruitment efforts, primarily via cancer-related 

social media channels. �erefore, our sample might not 

be representative of the potential users (e.g., users with 

a suspected diagnosis of cancer or in the early stages of 

their cancer journey), limiting the generalizability of our 

findings. Moreover, although our sample included indi-

viduals with migrant backgrounds, discussions around 

empathy in the focus groups did not prominently feature 

issues specific to minority groups. However, language-

related challenges observed during usability tests high-

light the need for future research to delve deeper into the 

intersection of empathy and the experiences of minority 

groups, particularly in digital healthcare settings. Sec-

ondly, the usability test was staged and did not involve 

real emotionally charged queries. Participants were 

aware it was a test, which has influenced their reported 

experiences. �irdly, the CIS provides multiple channels 

of communication, such as telephone and email. Our 

study focused only on the live chat feature, and the expe-

rience of empathy could differ when these features are 

used in combination. Future studies could benefit from 

exploring the synergistic effect of these channels and the 

unique characteristics of each medium, employing Gron-

din’s [18] conceptual framework. Fourthly, our study 

Table 5 Techniques for digital clinical empathy in written environments
Technique Description

Engage genuinely Ensure genuine engagement, particularly by addressing the user by their chosen name and avoiding 
formulaic responses

Respond timely Prioritize swift replies to convey attentiveness and acknowledgment of the user’s concerns

Recognize and respect boundaries Acknowledge the user’s preferred level of anonymity and respect their choice to withhold certain 
information

Be transparent If in-depth questions or further research are necessary, explain the reason behind longer waiting times 
or many questions

Acknowledge user’s emotions Recognize and communicate back the user’s feelings and emotions

Utilize adaptive communication 
techniques

Be flexible in communication style, adapting to the user’s tone and preference

Provide proactive support Recommend or suggest additional services, anticipating patient needs beyond their immediate inquiries

Encourage future engagement Invite users to return for further assistance or questions in the future, fostering a sense of ongoing sup-
port and accessibility
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aimed to separate and analyze each of the three processes 

of empathy separately. Despite our efforts to individually 

analyze each, understanding, communicating, and acting 

upon users’ emotional states often interweave and should 

also be viewed holistically. Lastly, our study is qualita-

tive in nature. While this provides rich, detailed data, it 

lacks the breadth of quantitative studies. A user survey 

is needed to confirm and quantify the patterns identified 

in this research. Moreover, examining the content of the 

chat interactions in future research could provide valu-

able insights into how specific language and word choices 

relate to the strategies employed to convey empathy in 

digital communication.

Conclusions
Our study reveals that empathy remains a complex and 

nuanced concept, even more so in the digital realm. �e 

absence of non-verbal cues and the reliance on writ-

ten communication in live chats can hinder the accurate 

recognition, communication and enactment of empa-

thy. Our study also underscores the spectrum of digital 

clinical empathy techniques and the diverse preferences 

among participants. �eir emphasis on taking time to 

provide valuable information (i.e., laypeople-oriented 

while also fitting the digital communication channel) 

and being authentic in communicating with the user as a 

form of empathy is notable.

In conclusion, our study demonstrates that while the 

digital age has reshaped healthcare encounters, the 

fundamental need for empathy in health-related areas 

remains unchanged. �e challenge lies in adapting tra-

ditional forms of empathetic communication to digi-

tal mediums. It is crucial for health professionals to be 

aware of the potential difficulties of each medium and to 

continuously strive to understand and address patients’ 

needs, especially in a text-based environment. As digital 

healthcare continues to evolve with AI technologies that 

are trained to imitate empathetic communication, so too 

must our understanding and practice of empathy within 

this realm.
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